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A USER-CENTRED DESIGN METHODOLOGY FOR ENSURING
USABILITY OF IR INTERFACES

S. M. Zabed Ahmed

Abstract

This paper presents a user-centred design methodology for ensuring the usability of IR
interfaces. The methodology is consisted of sequentially performing: a competitive analysis,
user task analysis, heuristic evaluation, formative evaluation, and finally a summative
comparative evaluation. We first described each of tWe found that ourThe user-centred
methodology could have a major impact on improving the usability of IR user interfaces.
This proves the efficacy of our user-centred methodology. We hope this methodology
wouldThis methodology provides a starting point for techniques that let IR researchers and
practitioners to design better user interfaces that is are both easy to learn to use and
remember.
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1. INTRODUCTION

Use of information retrieval (IR) systems has traditionally been the domain of librarians and information
professionals. IR systems have been used almost exclusively by such search experts for several reasons,
such as the number of search systems available, cost, and the complexity of use requiring command
language searching. However, with the rapid growth of web-based access to IR systems during the last
decade, there have been significant changes and improvements in IR environments. These include a
wider and cheaper access to a variety of IR systems and improved user interfaces and functions. Despite
all these changes and improvements, usability remains a key issue in accessing IR systems.

The user interface of an IR system is an important feature that impacts on the users’ performance and
satisfaction of that system. The IR interfaces must complement a variety of users’ individual differences,
their cognitive abilities, and task requirements. Although designers follow style guides and de facto standards
in designing interfaces, there is, however, no guarantee that an IR interface will attain high quality by these
means only. IR interface designs need to be user-centred in order to support users’ interactive information
searching. IR researchers are becoming aware of traditional human-computer interaction (HCI) usability
efforts and beginning to apply and expand upon those methods for designing IR user interfaces. Prototyping,
testing, and iterative design are key activities in a user-centred design. A few efforts have been reported to
date (Mulherm and Nigay, 1996; Petrelli et al., 2004), however, user-centred design in IR as a practice still
lags far behind what is needed.

illustrates the basic methodology. It is consisted of sequentially performing: (1) a competitive analysis, (2)
user task analysis, (3) heuristic evaluation, (4) formative evaluation, and finally (5) a summative comparative
evaluation.

2. OUR METHODOLOGY

IR researchers interested in applying proven usability design and evaluation methods would discover
few documented, well-tested methods for IR usability engineering. The methodology, as illustrated in
Figure 1, is based on sequentially performing:
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1. A competitive analysis of an IR system to perform empirical usability testing

2. A user task analysis based on user activities during usability tests

3. An initial prototype design drawn from task analysis

4. A heuristic evaluation of the initial prototype design using heuristic guidelines

5. A interactive prototype design, incorporating input from heuristic evaluation

6. A formative evaluation of the interactive prototype using task scenarios

7. A revised prototype design based on formative evaluation

8. A summative evaluation of the final prototype design and compare a comparison of the results
with competitive analysis for performing the same user tasks.
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Figure 1: Methodology for a user-centred design of IR interfaces
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These techniques are described in more details below. While similar methodologies have been applied
to designing traditional GUI-based user interfaces, this particular methodology is novel because it is
specifically designed for, and applied to IR user interfaces.

2.1 Performing competitive analysis

Performing a competitive analysis means analysing similar IR systems according to established usability
guidelines. Usability testing with similar systems could help us to see how the functionality of the
interface supports user tasks. The attributes that are frequently studied in usability testing include
(Shneiderman, 1998):

1. Learnability: The interface functionalities should be easy to learn to use. This is very important for
novice users.

2. Efficiency: The number of tasks per unit of time that the users could perform using the interface -
the higher the system usability is, the faster the user can perform the task and complete the job.

3. Retention over time: The interface should be easy to remember, so that the casual user is able to
return to the system after some period of not having used it, without having to learn everything all
over again.

4. Error rate: The interface should have a low error rate, so that users make few errors during the use
of the system. Good usability implies low error rates.

5. Satisfaction: This shows a user’s subjective satisfaction of the interface.

Usability test always involves real users as participants in the tests. The number of participants in a test
depends on how many sub-groups should be covered, how much time and money could be used and
how important it is to get statistically significant results. Studies have showed that the first four or five
users revealed most problems and additional participants are likely to reveal less and lessfew new
major problems (Virzi, 1992; Nielsen, 1994). However, this smaller sample size is inadequate to identify
significant differences amongst groups. Spyridakis (1992) argued for a minimum of 10 to 12 participants
for an experiment.  in a true experimental design

Usability testing generally takes place in a specially equipped usability lab. Users are brought into the
laboratory, where they perform a set of benchmark tasks. An effective technique during usability testing is
to invite users to “think-aloud” about what they are doing. User remarks obtained in usability testing could
provide ideas for the new system design. Videotaping is often used for capturing users performing tasks
for later review and to identify the problems that users encounter. Another useful technique is transaction
logging, which unobtrusively creates a record of how a user performed a benchmark task. Questionnaires
can be used to assess users’ satisfaction with the interface. The Questionnaire for User Interface
Satisfaction (QUIS) has been applied in a number of usability tests and has proved useful (Chin et al.,
1988).

The competitive analysis would help us to see how users interact with the system and interfaces and
should lead to a more efficient and effective interaction design. A user task analysis is important as an
early input to the new interaction design. It provides a complete description of tasks, sub-tasks, and the
methods required to use a system in order to perform tasks. The task analysis could be carried out using
following stages:

1. Identify and group the tasks to be performed

2. Break down the tasks from top to bottom showing detailed task descriptions, sequences and
relationship amongst the tasks
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3. Record details of interactions between the user and the current system and any problems related to
them

4. Highlight areas where task processes are poorly understood, or are carried out differently by different
users, or are inconsistent with the task structure

A user task analysis provides the basis for new design and evaluation in terms of what types of tasks and
task sequences users will need to perform within IR environments. Without a clear understanding of
user task requirements, designers must guess the desired functionality of the new IR system, which
would inevitably leads to poor interaction design. The closer the match between user task analysis and
actual end-user tasks, the better and more effective the final user interaction design.

2.2 Heuristic evaluation

Heuristic evaluation is a usability inspection method. It is beneficial to carry out a heuristic evaluation on
early prototypes before actual users are brought into help with further testing. The results would generate
good ideas for improving the interaction design. A number of studies showed that the design feedback
provided by heuristic evaluation is valid and useful (Jeffries et al., 1991; Desurvire et al., 1992; Coumo
and Bowen 1994; Doubleday et al., 1997; Cogdill, 1999; Peng et al., 2004).

Heuristic evaluation always uses a short list of heuristic principles and three to five evaluators. Each
evaluator is given a short list of heuristic principles to go through the interface independently to identify
problems. They are not allowed to communicate with each other until all evaluations are completed. The
theory behind independent evaluations is that a single evaluator would miss out many problems but
different evaluators will find different problems. Thus, much better results can be obtained by combining
the results from several evaluators. Nielsen (1992) recommended using “double” usability experts who
are specialists in both usability engineering and the user interface to be evaluated to ensure optimal
results.

A Neilsen’s (1994) list of heuristic guidelines that has been frequently used in heuristic evaluationsis the
one developed by Nielsen (1994). . This list contains the following ten heuristics: visibility of system
status;  match between system and the real world; user control and freedom; consistency and standards;
error prevention; recognition rather than recall; flexibility and efficiency of use; aesthetic and minimalist
design; help users recognise, diagnose, and recover from errors; and help and documentation.

2.3 Formative evaluation

Formative evaluation ensures usability of interaction design by including users early in the design process.
It aims to iteratively improve a new interaction design. Because formative evaluation involves real users,
it uncovers usability problems that an expert performing heuristic evaluation might be unaware of.



14

Designers develop 
user task scenarios

Designers suggest 
Improvements for 

user interaction

Designers collect 
usability data

Representative users 
perform task scenarios

Figure 2: Stages in formative evaluations

Figure 2 shows the major stages involved in the formative evaluation. It begins with development of user
task scenarios. Task scenarios derive from results of the user task analysis. Moreover, these scenarios
should provide adequate coverage of all tasks as well as accurate flow of tasks identified during the user
task analysis. Representative users perform these task scenarios and designers collect mostly qualitative
data in the form of critical incidents. A critical incident is typically a problem encountered by a user such as
an error, failure to complete a task scenario, or user confusion that affects the task flow or task performance.
These data are analysed to identify user interaction components or features that both support and detract
from user task performance. These observations are in turn used to suggest changes in the user
interaction design.

2.4 Summative comparative evaluation

In contrast to formative evaluation, summative comparative evaluation is an empirical assessment of an
interaction design in comparison with similar competitive systems for performing the same user tasks.
Summative evaluation is typically performed with some more-or-less final version of the interface design
to yield primarily quantitative data. The purpose of the summative comparative evaluation is to statistically
compare different usability attributes with competitive systems. The same set of tasks that were used in
analysing competitive systems could be compared in summative evaluation to see the design’s’ ability
to support user task performance. Similarly, users’ satisfaction rating could be compared to see whether
satisfaction with the new interface improved.

2.5 Prototyping and iterative design

We suggest early prototyping and an iterative approach to designing IR interfaces. Early prototyping
could save time and cost and can be tested with real users. Based on the usability problems and
opportunities disclosed by the testing, a new version of the interface can be created and tested. Prototypes
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are grouped into broad two categories: low-fidelity and high-fidelity (Rudd et al. 1996). A low-fidelity
prototype could be as simple as a paper-and-pencil mock-up that shows general flow throughout the
screens. High-fidelity prototypes, on the other hand, are typically built with software tools and can be
programmed to simulate the functionality in the final product. Some studies compared low- and high-
fidelity prototypes in identifying usability problems in a user interface (Nielsen, 1990; Virzi et al. 1996). A
general requirement for the prototype, however, is that it can be developed quickly and modified with a
minimum of effort.

Iterative design is based on a cyclic process of prototyping, testing, and refining a user interaction
design. A few studies showed that iterative design alone could improve the usability of a user interface.
Nielsen (1993) provided four different case studies on iterative design. The interfaces went through 3 to
5 iterations with usability measured after each iteration. He found an average of 38% usability improvement
between each iteration. In another study, Bailey (1993) showed iterative methodology alone could improve
interface designs. The same study also revealed that while iteration on a poor design does improve it,
iteration never gets it to be as good as an interface that was originally well designed.

3. APPLYING THE METHODOLOGY TO DESIGN A PROTOTYPE IR INTERFACE

We applied the user-centred methodology to iteratively design a prototype IR interface. We used the Web of
Science system (available at: http://wos.mimas.ac.uk) to perform competitive analysis. The results of the
competitive analysis were published recently (see Ahmed, et al., 2004 and Ahmed, et al., 2005 for details).
This allows us to see how both novice and experienced users interacted with the Web of Science
interface. Their performance of a benchmark tasks produced task analysis and initial design of a prototype
IR interface. We performed extensive evaluations of our prototype design. After each round of evaluation,
the prototype was modified as needed within an iterative design process. WeThe main activities of user-
centred design and evaluation have been identified and provide a broad framework for introducing
usability engineering in IR interfaces. We will now apply our methodology to iteratively design a prototype
IR interface.  went through three major iterations during the prototype design, each consisting of the
progression of usability methods described in the user-centred methodology. Finally, we perform a
comparative evaluation of our prototype design with the Web of Science results. The comparative analysis
of the results show that the user-centred prototype interface enabled both novice and experienced users
significantly to improve their performance compared with the usability tests with the Web of Science. The
results of the prototype interface design will be published in a further article.

4. CONCLUSION

There is insufficient integration of HCI into IR interaction research. Although HCI has matured as a
separate discipline in the past decade, an appropriate integration with IR research has not been
accomplished. A user-centred design approach can ensure the usability of IR interfaces. In this
article, the main activities of the user-centred design are identified that would provide a broad
framework for introducing HCI techniques in designing interfaces for IR applications.

showed The user-centred methodology could have a major impact on designing IR interfaces. IR interface
designs need to be user-centred in order to support users’ needs and their information seeking behaviour.
Until IR interface designers apply such techniques, most IR interface designs will be driven by the
constructional domain, and possibly by computer scientists, rather than by the needs of the users for
whom these systems are intended. This concludes our presentation of a user-centred methodology for
the design and evaluation IR interfaces. This work provides a starting point for techniques that let IR
researchers and practitioners to design better IR interfaces that areis both easy to learn to use and
remember.
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